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1. SYSTEM IDENTIFICATION   
 

1.1. System Name/Title  
 

Fermilab Experiment E-898/944 - MiniBooNE.(MiniBooster Neutrino Experiment) is 
responsible for the system discussed throughout this risk assessment. Fermilab Identifier 
CSP-MA-1053 Has been assigned to the system and will be referred to as the MiniBooNE 
data acquisition, storage and monitoring system, or MBDAQ. 
 
1.2. System Type 
This system is a Major Application (MA) and is contained in the General Computing 

Enclave 
 
1.3. OMB 53 Exhibit Information 

 
This system is contained by OMB 53 Exhibit “FNAL IT and Cyber Security Information 
Systems”, 019-20-01-21-01-XXXX-00-404-138. 

1.4. Responsible Organization  
 

Fermi National Accelerator Laboratory  
PO Box 500 
Batavia, IL 60510 

 
1.5. Information and Security Contact(s) 

 
Security contacts are given in table 1. The system manager is registered in the MISCOMP 
database. The GCSC is identified at http://computing.fnal.gov/security/contacts.html

Table 1, security contacts for the MBDAQ: 
 

Title Name Email Telephone 
Management Contact Steve Brice sbrice@fnal.gov 630.840.8748 
MA Coordinator Chris Green greenc@fnal.gov 630.840.2167 
System Manager Amber. Boehnlein cope@fnal.gov 630-879-5105 
GCSC Jason Hedden jhedden@fnal.gov 630-840-6669 
Physical Key Holders MBCR Operator 

MCR Crew Chief 
www-boone.fnal.gov 
www-bd.fnal.gov 

630.840.2757 
630.840.3721 

1.6. System Operational Status  
 
The MBDAQ is in the Operational phase of its life-cycle. 
 



1.7. Information Gathering Technique 
 

This assessment was carried out by the preparer, and vetted with document review by system 
experts and users. 
 
1.8. General Description/Purpose  

 
This system provides for data acquisition, storage and monitoring for MiniBooNE. 
MinibooNE is a neutrino experiment that runs in the Booster Neutrino Beam – a facility 
roughly consisting of a target to produce secondary particles, and a magnetic horn to focus 
the beam to a detector that resides at the MiniBooNE detector building (MDB).  

 
1.9. System Description and Boundaries  
 
MiniBooNE operates from a control room located in WH10W, where operators observe and 
monitor the beam, horn and detector. Control and operation of the proton beam and horn are 
in the hands of the Main Control Room operators, who cooperate with the MiniBooNE 
operators in finding and resolving problems. We can think of operations in two parts: 
control or, more accurately, monitoring of the beam and experiment, and data acquisition, 
which requires high bandwidth transfer of information from the beam and detector to the 
data storage center at the FCC. A third component of the system involves data storage in the 
Enstore facility at the FCC. MiniBooNE also uses seven terabyte servers for storage of 
processed data and simulated events. The computers involved in monitoring, data 
acquisition and data storage are listed in table 2. 
 
Six main DAQ computers are located at the MBD. Two additional DAQ machines are 
located in the BNB and collect data from the Resistive Wall Monitor (RWM - measures 
proton beam intensity and timing) and the Little Muon Chamber (LMC – detects muon flux 
in the neutrino beam), which are located in MI12 and MI13A respectively. Data from these 
computers are transmitted to the MBD where the HAL9002 and HAL9004 collect all of the 
data and send it to Enstore. 
 
The Monitor computers are standard PCs that have redundant functions. These computers 
are used to collect and present data to the operators in a coordinated fashion. Loss of any 
one of these computers is easily replaced with data collected by other computers, so that the 
operation of the beam or experiment is not dependent on them. 
 

1.9.1 System Boundaries 

The boundary of MBDAQ is at its network interface which connects the devices in Table 2 to 
the General Computing Enclave.  
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Figure 1: A system diagram for the MBDAQ.
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1.10 Information Sensitivity  
 

Information Sensitivity  
 
The data sensitivity on the MiniBooNE data acquisition, storage and monitoring system is 
classified in the following table: 

 

Relative Importance of Protection Needs 

HIGH 
(Critical Concern) 

MEDIUM 
(Important Concern) 

LOW 
(Minimum Concern) 

Confidentiality 
 X

Integrity 
 X

Availability  X

The information available in the MBDAQ is relevant only to the physicists using the data. It has 
no relevance beyond the basic science carried out by the experiment. 
 

2. Threat Identification 
 
Risk is the potential for a threat-source to successfully take advantage of system vulnerability. 
Vulnerability is defined as a weakness that can be accidentally triggered or intentionally 
exploited. A threat-source does not present risk when there is no vulnerability that can be 
exercised. 

 
2.1. Threat Source Identification 

 
There are no threat sources which have not been identified in the Risk Assessment for the 
General Computing Enclave. 

 
2.2. Motivation and Threat Actions 

 
There are no motivations or threat actions which have not been identified in the Risk 
Assessment for the General Computing Enclave. 

 
3. Vulnerability Identification 

 
MiniBooNE protects data from corruption from any one of several sources: 
 
a. Misuse of the MBDAQ by terminal access: 

1. from outside of Fermilab. 
2. from inside of the Lab. 



3. by trespassers.  
4. due to operator error 
5. during data analysis. 
 

b. Malfunction of MBDAQ or supporting systems that lead to 
1. loss of original, unprocessed data from the experiment; 

i. due to aging, or lack of current updates, 
ii. or due to the unavailability of Enstore. 

2. loss of processed data  
i. due a failure of one of the terabyte servers. 

ii. due to an analyst failure to create backups.  
 

4. Control Analysis 
 
Mitigation A1: User access is limited to individuals with an account on FNALU, a Kerberos 
password, and an account on the BooNE cluster. The MiniBooNE computer coordinator assigns 
accounts on the BooNE cluster. 
 
Mitigation A2: Access to the location of computers in the MBDAQ is restricted to individuals 
with a key that can be obtained either from only from the MBCR (MBD) or the MCR (MI12 or 
MI13).  
 
Mitigation A3: Computers in the MBCR are monitor computers only, and are not used in the 
DAQ process as such. A trespasser could have access these machines when the operator is not 
present. The potential for loss is avoided because the essential files are stored on machines in the 
194 subnet and are backed up. (This feature has not been implemented at this time.) 
 
Mitigation A4: No operator intervention is required in the data acquisition process, so corruption 
of data due to this source is unlikely. 
 
Mitigation A5: Corruption of data during analysis is not likely, because data cannot be written 
into Enstore by a data analyzer. Only the Data Acquisition computer, Hal9002/4, can write into 
Enstore. There is no other mode available to write to Enstore. Data stored in the Terabyte servers 
can be reconstructed from Enstore when necessary, so does not represent a threat of loss. 
 
Mitigation B1-i: the main data acquisition computers (Hal9000/2/4) and local data storage are 
kept in climate controlled racks, and have uninterruptible power sources. It’s known that power 
cycling can shorten equipment lifetime, so this equipment is never turned off. The strategy is to 
keep the computers on and running cool to maximize lifetime. However, some of the MBDAQ 
computers are old and running with legacy software lacking current security. A system is being 
developed to backup the critical files on these computers, and to obtain and maintain spares of 
critical components. (This has not been implemented at this time.) 
 
Mitigation B1-ii: Data is stored in a buffer (Hal9002/4) as the experiment is run. From the buffer 
it is transmitted to Enstore. The buffer is sufficiently large to store several days of normal data 
acquisition. This has proven to be adequate protection against a failure in the Enstore system, 
and no data loss has occurred due to this vulnerability. 



Mitigation B2-i: Processed data and simulations are stored in the Terabyte servers. The servers 
are RAID arrays of about ten hard-drives apiece. A single server can hold several terabytes of 
data. The server could lose an entire store of data if two of the hard drives in the set fail 
simultaneously, since that causes the server to lose control of the array. Mitigation involves: 

1. Maintaining at least two spare hard drives for each server. 
2. Monitoring the servers with a continuous monitoring system (Big Brother). CD 

personnel are ready to replace a failed drive typically within 24 hours, including 
weekends and holidays. 

 
Mitigation B2-ii: Individuals that write applications and process data for MiniBooNE, are 
responsible for protecting their data by using CVS or by taking advantage of appropriate backup 
opportunities. 
 

5. Controls 
 

The Fermilab Computer Security Plan for the General Computer Enclave includes controls that 
are mandatory for all systems. This security plan for the MBDAQ identifies additional controls 
as specified in the MBDAQ risk assessment. 
 

5.1. Risk Assessment and Management 
 

The risk assessment is complete. 
 

5.2. Review of Security Controls 
 

• None to date. 
 

5.3 Controls and tests 
 

Control A1: In addition to Fermilab accounts on FNALU, the MiniBooNE collaborators also 
have accounts on the MiniBooNE cluster. These accounts are assigned by the MA coordinator as 
given in Table 1. Tests include a periodic check to eliminate old accounts that are no longer 
used. 
 
Control A2: Keys for entry to MB sensitive areas can be obtained only from the MBCR (MBD) 
or the MCR (MI12 or MI13).  Tests include a periodic checks to make certain that only MB 
qualified people are on the list. 
 
Control A3 Files are automatically backed-up on the mirror arrays. No tests are necessary. 
 



Control A4: Make certain that data integrity is being maintained. No test is required, since the 
data are in constant analysis. A4 is not a risk, and requires no maintenance. However, data 
integrity is of the utmost importance to MiniBooNE, and therefore deserves careful vigilance. 
 
Control A5: Make certain that data integrity is being maintained on Enstore. No test is required, 
since the data are in constant analysis. A5 is not considered a risk, but data integrity is of the 
utmost importance to MiniBooNE, and therefore deserves careful vigilance. 
 
Control B1-i: are automatically backed-up on the mirror arrays. No tests are necessary. (See 
figure 1.) 
 
Control B1-ii: The buffer is available at all times to the DAQ computers. No test is necessary. 
 
Control B2-i: The data that accumulates in the Terabyte servers is subject to the QA process 
provided by the CD. No further tests are needed, but the MiniBooNE collaboration expects to 
apply careful vigilance. 
 
Mitigation B2-ii: Remind the collaboration protecting their data is their responsibility. No test is 
necessary. 
 


